
INTERNATIONAL JOURNAL OF COMPUTER ENGINEERING AND APPLICATIONS 

VOLUME XVI, ISSUE IX, Sep. 22, WWW.IJCEA.COM, ISSN 2321-3469 

209  

 

 

 

 

 

 

 

 

USING MACHINE LEARNED CLASSIFIERS TO PREDICT FLIGHT DELAYS 

WITH ERROR CALCULATION 

 
G. Mahesh1, P.Jagadeesh2, G.Navyu3, Sk. Imtiyaj Babu4, M. David Raju5 

1 Asst. Professor, Krishna Chaitanya Institute of Technology &  Sciences , Markapur, A.P, India 
2,3,4,5 Scholar, Krishna Chaitanya Institute of Technology & Sciences , Markapur, India 

*E-mail: maheshlucky13@gmail.com 

 

 

   
ABSTRACT: 

 

A significant issue in the aviation industry is flight delays. The expansion of the aviation industry during the past 

two decades has increased air traffic, which has delayed flights. Not only do flight delays cost money, but they also 

have a bad effect on the environment. Airlines that operate commercial flights suffer huge losses as a result of flight 

delays. In order to minimise or avoid flight delays and cancellations, they thus take all reasonable precautions. In 

this research, we forecast whether a certain flight's arrival will be delayed or not using machine learning models 

including Logistic Regression, Decision Tree Regression, Bayesian Ridge, Random Forest Regression, and Gradient 

Boosting Regression. 

Keywords: Logistic Regression, Decision Tree Regression, Bayesian Ridge, Random Forest Regression and 

Gradient Boosting Regression. 

 

 

   
 

[1] INTRODUCTION 
 

A mathematical technique for generating approximations from raw data is statistical modelling. Then forecasts are 

made using these approximations. Based on historical statistical data, statistical models can assist forecast the 

probability behaviour of a system in the future. Numerous sectors have employed predictive modelling, such as 

criminal investigations to identify the likelihood of spam emails and aircraft delays. Regression models have been 

found effective in predicting flight delays because they highlighted the various causes of flight delays, according 

to an evaluation of how well different models perform in this area. They were unable to classify complicated data, 

though. Econometric models have been used to simulate the cancellation of planned flights and to demonstrate 

how delays at one airport spread to other locationsSince they didn't take into account elements that were hard to 
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quantify, these models didn't offer a full defence. The models produced discriminatory and arbitrary conclusions 

when they were applied to social and economic circumstances. Random forest has been discovered to perform 

better than the other models. The accuracy of the prediction may vary depending on variables like the forecast time 

and airline dynamics. According to a created multiple regression model, the length of the flight, the time of day, 

and the scheduled departure are the main predictors of delay.  

 

The model did highlight the important aspects, but its prediction accuracy was subpar. Additionally, the model is 

restricted to a single flight path.Fourier fit model was shown to be very accurate in predicting flight delays when 

compared to other models, such as the K-means clustering algorithm. The two models were discovered to be 

appropriate for a single airport, but not for the prediction of several airports. The normal distribution and the 

Poisson distribution are two examples of probability models that have been used to simulate aeroplane arrival and 

departure delays. However, based on factors like time length and the number of airports taken into account, the 

prediction's accuracy changed. It was found that the Poisson distribution was better at modelling flight arrival 

delays than the normal distribution was at modelling flight departure delays. These models, nevertheless, are 

parametric and presuppose that the reaction will have a specific functional shape.The final model will not fit the 

data well and its estimations will be subpar if the training data set does not conform to this shape. Flight on-time 

performance has been modelled using a logistic regression model. With both the training and testing data sets, the 

model performed well.  

 

The model's variance was likewise minimal. However, if the training data set does not conform to the predicted 

functional form, its parametric character may be a drawback. In the emergency room, neural networks 

outperformed the logistic regression model in predicting mortality in patients with suspected sepsis.This was 

ascribed to the neural networks' capacity to fit non-linear relationships between dependent and independent 

variables and its few characteristics that needed to be confirmed before model development. It was determined 

that the Support Vector Machine (SVM) model was fitted and appropriately allocated the training data set. SVM 

outperformed multiple linear regression and back propagation neural network in predicting the auto-ignition 

temperatures of organic substances. Models of delay innovation have been created using random forests. The 

study's findings suggested that, up to a certain crucial value, more decision trees were better. Random forest 

outperformed decision tree in the computational toxicology prediction of new vehicle approach, according to the 

data. SVM and random forests are under the category of machine learning. 

 

The training data for machine learning is split up into many samples. A model is fitted and evaluated against the 

testing data set for each sample. A plot of the train errors and the test errors against the sample size reveals the 

sample that produces the best model. The non-parametric feature of the SVM and the random forest, in which they 

do not presume a certain functional form of the answer under consideration, is their main benefit. As a result, they 

can suit a greater variety of response forms, making them exceedingly adaptable. There are no modelling studies 

on flight delays available for the Kenyan aviation sector. This research compares the accuracy of models that have 

been used to forecast aircraft delays at Nairobi's Jomo Kenyatta International Airport. Detailed information about 

flights at Jomo Kenyatta International Airport that was collected from Kenya Airports Authority.  

 

The information related to the 2017–2018 fiscal year, which began in March 2017 and ended in March 2018. In 

addition to the day of the flight (Monday through Sunday), the month (January to December), the airline, the flight 

class (domestic or international), the season (summer (March through October) or winter (October through March), 

the aircraft's capacity, the flight ID (tail number), and whether the flight had flown at night or during the day were 

among the variables used.R-Score statistical analysis software was used to examine the data. The time discrepancy 

between the planned time and the exact time for planes was computed. A delay was defined as a time difference 

of more than 15 minutes, and was assigned the value 1, whereas a non-delay was defined as a time difference of 

less than 15 minutes, and was assigned the value 0. Machine learning was used to fit the three models: the Random 

Forest, the SVM, and the logistic regression. A training data set of 15,000 flights and a testing data set of 5,000 

flights were created from the whole data set. 

 

[2] LITERATURE SURVEY 

 

An airport maneuvering area is an example of a very complex system that may be investigated by using a two-

stage method based on real-time and quick simulation techniques. The baseline model used to identify the 
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congestion locations is analyzed using quick and real-time simulations in the first step. Improvements to the design 

of the maneuvering area are suggested based on the analysis. The second stage involves the generation and 

evaluation of alternative scenarios that incorporate these upgrades in a fast-time simulation environment. The 

primary congested locations in the baseline airport model are identified using the results of simulations of various 

runway layouts. Both the departure queue points and the taxiway system have congestion nodes.Three alternative 

models, including reconfigured taxiways and fast-exit taxiways, are examined using the fast-time simulation 

approach to reduce congestion at these spots. For additional testing in real-time simulations, the alternate solution 

that performed the best in these tests is chosen. It is demonstrated that the approach would lead to a rise in hourly 

operations and a sharp drop in overall ground delays.  

Simulation approaches save cost and time when undertaking the investigations required to identify congestion and 

design changes. It is demonstrated that it is required to also test the outcomes of the fast-time simulations in real-

time simulations even if fast-time simulations are often sufficient for identifying solutions when critical settings 

for the airport are taken into account.The models neglect the impacts of weather phenomena like rain, fog, snow, 

etc. The runways being utilised have a big impact on ground movements in manoeuvring zones. Therefore, three 

different runway usage scenarios are explored in the study to provide a thorough evaluation. At order to pinpoint 

the regions of congestion in the large-scale airport manoeuvring zones and come up with methods to reduce the 

congestion, this study combines fast- and real-time simulation approaches. This strategy aims to lessen the 

drawbacks of both strategies while combining their benefits. There is no study in the literature that combines these 

two methods to analyse the capacity of airport manoeuvring areas. 

 

The fundamental goal of the suggested work is to analyse flight arrival delay using data mining and four supervised 

machine learning algorithms: random forest, Support Vector Machine (SVM), Gradient Boosting Classifier 

(GBC), and k-nearest neighbour algorithm, and compare their performances to find the best performing classifier. 

Data from BTS and the US Department of Transportation was gathered to train each predictive model. The 

information included all of American Airlines' flights between the top five busiest airports in the United States—

Atlanta, Los Angeles, Chicago, Dallas/Fort Worth, and New York—during the years 2015 and 2016. To forecast 

the arrival delay of specific scheduled flights, the aforementioned supervised machine learning algorithms were 

assessedTo properly determine if a certain aircraft will be delayed by more than 15 minutes or not, all the 

algorithms were utilised to develop the prediction models and compared to one another. As a consequence, when 

compared to KNN, SVM, and random forest, the gradient boosting classifier performs the best in terms of 

predicting arrival delay for 79.7% of all booked American Airlines flights. A GBC-based prediction model like 

this one has the potential to prevent significant costs for commercial airlines, who suffer from planned aircraft 

arrival delays. 

 

The main objective of the model put forward in this research is to forecast aircraft delays brought on by bad 

weather using supervised machine learning and data mining techniques. In order to train the model, meteorological 

data from 2005 to 2015 was combined with domestic US flight data. Utilizing sampling strategies, the 

consequences of unbalanced training data are mitigated. The AdaBoost, k-Nearest-Neighbors, decision trees, 

random forests, and the AdaBoost were used to develop models that can forecast flight delays individually. Then, 

the receiver operating characteristic (ROC) curve and the prediction accuracy of each method were contrasted. 

Flight information and the weather forecast were acquired and included into the model during the prediction 

stage.Usingthosedata,thetrainedmodelperformedabinary classification topredictedwhether a scheduledflight will 

be delayed oron-time. 

 

Flight delays are bad for travellers, airports, and airlines. All participants in commercial aviation must consider 

their forecast while making decisions. Additionally, the complexity of air travel made it difficult to create precise 

prediction models for flight delays. 

 

Increasing client happiness is a key component of the airline company. Flights are delayed and cause consumer 

displeasure due to inclement weather, a mechanical issue, and the delayed arrival of the aircraft at the place of 

departure. With the use of weather and flight data, a prediction model for flights arriving on time is put forth. The 

investigation of the relationship between flight data and weather data is the main study topic in this work. It is 

discovered that the sea-level pressures of three weather observation spots, namely Wakkanai as the most northern 

spot, Minami-Torishima as the most eastern spot, and Yonagunijima as the most western spot, can classify the 

relationship between pressure pattern and flight data of Peach Aviation, an LCC (low-cost carrier) in 
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Japanpressurepatterns.As a consequence, utilising the Random Forest Classifier of machine learning, on-time 

arrival flight is predicted with a 77 percent accuracy. Additionally, a tool for predicting on-time arrival of flights 

is being developed to assess the viability of the predictive model. 

 

[3] SYSTEM ARCHITECTURE 

Fig.1 System Architecture of Using Machine Learned Classifiers to Predict Flight Delays with 

Error Calculation 

[4] IMPLEMENTATION 

4.1 Modules Description 

i) User:  The user can sign up initially. He needed a working user email and cellphone upon registration for more 

conversations. After registering, the user can be activated by the admin. Once the user has been activated by the 

admin, they may log in to our system. The US Bureau of Transportation dataset is not directly processed. The data 

has to be cleaned before the procedure. Once the data has been cleaned, the user may evaluate the departure delay 

performance using the models they have chosen. The user's browser displays the findings. Both a visual depiction 

and all mistake scores can be shown. 

ii) Admin: With his login information, Admin may log in. He can activate the users after logging in. Only our 

applications allow the enabled user to log in. We have researched a variety of sources to determine which variables 

will be most useful in predicting departure and arrival delays. We get to the conclusion that the dataset's parameters 

are Day, Departure Delay, Airline, Flight Number, Destination Airport, Origin Airport, Day of Week, and Taxi 

out after conducting a number of searches. We thus take this data into account for the next step. 

iii) Data Preprocess: The SQL Lite database has been used to hold the data that the admin gave. Our technique 

requires data cleansing, which must be done. We may fill in the missing numbers with the mean type using a 

pandas data frame. The data will be displayed on the browser once it has been cleared. 

iv) Model Execution: With the use of machine learning models like gradient boosting regression, logistic 

regression, decision tree regression, bayesian ridge, random forest regression, and Bayesian ridge, we can predict 

the outcome. The MSE is suitable for our regression issues since it is differentiable, which adds to the algorithmic 

stability. Additionally, it severely penalises larger errors relative to minor errors. An indicator of risk, MAE 

provides the predicted value of the absolute error loss. This method measures the Explained Variance Score, or 

the degree to which our machine learning model explains the scattering of the dataset. R2 Rating This statistic 

assesses the likelihood that the model will be able to predict unknown samples by the proportion of explained 

variance. It indicates the quality of fit.Thebestscorecanbe 1.0and thescorecan also be negative. 

 

   4.2 Screenshots 
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Fig. 2 Home Page of Using Machine Learned Classifiers to Predict Flight Delays with Error Calculation 

Fig. 3  Register Form of Using Machine Learned Classifiers to Predict Flight Delays with ErrorCalculation 

 

 

Fig. 4  User Login Form of Using Machine Learned Classifiers to Predict Flight Delays withErrorCalculation 
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      Fig.5  User Home Page of Using Machine Learned Classifiers to Predict Flight Delays with Error Calculation 

 

Fig. 6  : Preprocessed Data of Using Machine Learned Classifiers to Predict Flight Delays with Error Calculation 

 

Fig. 7: Algorithm Codes of Using Machine Learned Classifiers to Predict Flight Delays with Error Calculation 
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Fig. 8 : User side Graphs of Using Machine Learned Classifiers to Predict Flight Delays with Error Calculation 

Graph 

Fig. 9 : Graph of Using Machine Learned Classifiers to Predict Flight Delays with Error Calculation 

 

 

 

Fig. 10 : Admin Login Page of Using Machine Learned Classifiers to Predict Flight Delays with Error 

Calculation 
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Fig. 11 Admin Home Page of Using Machine Learned Classifiers to Predict Flight Delays with Error 

Calculation 

 

Fig. 12 :Admin Adding Data of Using Machine Learned Classifiers to Predict Flight Delays with Error 

Calculation 

 

Fig. 13  View Data of Using Machine Learned Classifiers to Predict Flight Delays with Error Calculation 
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Fig. 14 Admin View Results of Using Machine Learned Classifiers to Predict Flight Delays with Error Calculation 

Fig. 15 Arrival Graph of Using Machine Learned Classifiers to Predict Flight Delays with Error Calculation 

 

 

Fig. 16  Arrival Graph of Using Machine Learned Classifiers to Predict Flight Delays with Error Calculation 
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Fig. 17  Server Side Results of Using Machine Learned Classifiers to Predict Flight Delays with Error Calculation 

 

[5] CONCLUSION 

 

To anticipate aero plane arrival and delay, machine learning techniques were employed progressively and 

consecutively. We used this to create five models. We saw that the values of the models were taken into account 

and compared for each assessment metric. We discovered that: - In terms of departure delay, the Random Forest 

Regressor was determined to be the best model, with Mean Squared Error of 2261.8 and Mean Absolute Error of 

24.1—both of which are the lowest values recorded in their respective metrics. The best model for Arrival Delay 

was the Random Forest Regressor, which had Mean Squared Error 3019.3 and Mean Absolute Error 30.8—the 

lowest values for each of these measures.Although the Random Forest Regressor's error number is not the smallest 

in the other measures, it still provides a low value in comparison. We discovered that the Random Forest Regressor 

provides the best value in terms of maximum metrics and ought to be the model chosen.  

The implementation of more sophisticated, contemporary, and cutting-edge preprocessing approaches, automated 

hybrid learning and sampling algorithms, and deep learning models modified to achieve greater performance can 

all fall under the future purview of this study. Additional factors can be included to help a prediction model 

develop. For instance, one model uses meteorological information to create error-free models for aircraft delays. 

Since we only utilized US data in this work, the model may now be trained using data from other nations as well. 

More accurate predictive models may be built with the use of models that are complex and hybrids of many 

different models when given the necessary processing capacity, as well as with the use of larger, more detailed 

datasets.Additionally, the model can be set up to forecast flight delays at other airports, therefore data from such 

airports would need to be incorporated into this study.   
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