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ABSTRACT: 

The manufacturing sector faces significant challenges in meeting the consumer's shifting needs. 

Therefore, manufacturing procedures must be efficient, rarely interrupted, and resource-efficient. 

To do this, massive amounts of data generated by industrial machines must be managed and assessed 

using contemporary technology. Because the big data era in the manufacturing sector is still in its 

infancy, there is a need for a reference architecture that incorporates big data and machine learning 

technologies and is compliant with Industrie 4.0 standards and specifications. In this article, the 

requirements for developing a scalable analytics platform for industrial data are established using 

the Industrie 4.0 standards and literature.Based on these requirements, a reference large data 

architecture for business machine learning applications is proposed, and it is compared to similar 

publications. Finally, the parallel processing of an industrial PCA model in the Lab Big Data at the 

SmartFactoryOWL has been used to evaluate the performance and scalability of the suggested 

architecture. The results show that the proposed structure is linearly scaleable, adaptable to machine 

learning use cases, and would improve the industrial automation processes of the production 

systems. 
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1. Introduction 

Thanks to Industry 4.0, a digital revolution in industrial manufacturing that integrates the 

production and Internet of Things (IoT) worlds, the idea of the "Smart Factory" has become a 

reality. An interconnected system of intelligent sensors, actuators, and computer devices, 

collectively known as the "Industrial Internet of Things," are built into smart production lines' 

machinery, workpieces, transport systems, and products (IIoT). 
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The fundamental ideas of Industry 4.0 centre on information sharing and how it may be used 

to enhance business models and services. Data acquired during industrial processes must be 

organised, processed, and evaluated in order to do this. Machine learning technologies play a 

crucial role in industrial automation through the analysis of industrial data, the finding of 

patterns within it, and the creation of insights to make educated decisions and predictions. 

Therefore, big data and machine learning are essential for industrial automation. A critical step 

on this path is having a standardised, reliable architecture that blends big data and machine 

learning technologies for efficient industrial data analytics.Even though the big data era is still 

in its infancy, several concepts for big data analytics in Industrie 4.0, particularly in the 

manufacturing industry, have been put forth. However, these designs either don't follow 

Industrie 4.0 standards and specifications or don't have true structures to cover every stage of 

the data lifecycle. Based on a literature review of the requirements and standards for Industry 

4.0, this article presents a big data architecture that makes advantage of the capacity of big data 

technologies to deploy machine learning techniques in the smart manufacturing business. 

Several studies have been done to provide data analytics platforms for automated production 

systems.  

2. Literature Survey 

 

Recently developed IoT technologies are expected to have applications in the maintenance 

industry. Furthermore, due to poor real-time condition analysis, high costs associated with 

collecting sensor data, and the configuration of failure detection algorithms, IoT servicing 

applications are not yet widely used in Japan. In this paper, we propose a maintenance 

platform based on the concept of lambda architecture, where edge nodes examine sensing 

data, identify anomaly, and obtain a new detection principle in real time, while a cloud 

automatically commands maintenance, also thoroughly assessments all data collected 

through batch processing, and upgrades learning models of edge nodes to improve analysis 

accuracy. Recent advancements have been made in cloud and Internet of Things (IoT) 

technology. Despite the fact that there are a wide variety of IoT applications for the cloud, 

manufacturing and maintenance are thought to be the most likely application areas because 

they are also the subject of Industrie 4.0. We are able to see the conditions of factories, 

facilities, and goods by collecting and analysing sensor data. Additionally, we have the 

ability to present production schedules, manage logistics, and replace faulty items in order 

to enhance supply chains, cooperate with external systems, and expedite production and 

maintenance processes. Therefore, IoT platforms want to be able to efficiently construct 

and manage IoT applications. The present IoT systems, however, are insufficient to speed 

up maintenance activities because they are primarily built to view the statuses of the things 

using sensor data that has been acquired. The high expense of gathering sensing data and 

setting up fault detection criteria, as well as the inadequate analysis of real-time scenario, 

are current problems. Deployment and operation are now riskier. 

Data mining and analytics have made significant contributions to knowledge discovery and 

decision-making/support in the process industry over the past few decades. Fundamental 

tools for data pattern discovery, information extraction, and prediction are provided by 

machine learning, which serves as a computational engine for data mining and analytics. 

This article provides an overview of the machine learning-based data mining and analytics 

tools that have been applied in the process industry throughout the years. The state-of-the-

art in data mining and analytics is examined using eight unsupervised learning, ten 

supervised learning, and the implementation status of semi-supervised learning algorithms. 
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A variety of views are highlighted for future study on data mining and analytics in the 

process industry, and these perspectives are discussed. 

The exponential rise of the "industrial internet of things" is producing enormous amounts 

of industrial data. To support organisational and business goals, this data must be used. Fast 

adoption of big data technology is necessary to enable data analytics in industrial 

automation. This study explores the connections between IIoT and big data technologies to 

get business insights from industrial data. A source of requirements for cloud-based 

solutions is the Industrie 4.0 use case scenario value-based services, with a focus on 

condition monitoring and preventative maintenance services. A survey of a few selected 

cloud-based platforms is conducted to ascertain how well these platforms match the needs 

derived from the use case.The results show that existing general cloud platforms may 

embrace additional IIoT platforms and applications, while existing industrial cloud 

computing platforms should broaden their product offering with big data frameworks. An 

architecture for fusing cloud-based IIoT and big data solutions is also provided, and issues 

regarding using the public cloud for IIoT applications are discussed. 

Infrastructure, business, defence, and transportation are just a few of the industries that 

employ cyber-physical systems (CPS). In this work, a cyber-physical production system 

(CPPS) architecture is designed in order to provide an adaptive and autonomous system in 

the machining line. With this CPPS, it is also able to monitor tool wear and breakdown as 

well as surface roughness. A few preliminary examples are given. The phrase "cyber-

physical systems" was originally used in the US in 2006 to refer to how computer interacts 

with a physical process, frequently through a feedback loop where the computation effects 

the physical process and vice versa. It covers a broad range of subjects, including military, 

aviation, transportation, and infrastructure.Although a CPS need not always include the 

Internet, the rapidly growing disciplines of computer science, information technology, and 

networking have given rise to a new class of CPSs known as IoT systems. This might lead 

to the manufacturing industry's fourth industrial revolution (also called Industry 4.0 in 

Germany). The first industrial revolution started in 1764 with the invention of the 

mechanical loom, water power, and steam power devices. The second industrial revolution 

began with the construction of the first Ford assembly line in 1913. The third industrial 

revolution began with the invention of the first PLC in 1968 and the widespread 

deployment of industrial robots. The Cyber-Physical Production System will define the 

fourth industrial revolution. 

Distributed machine learning has typically been approached from a data parallel viewpoint, 

where vast data are divided across numerous workers and an algorithm is executed 

concurrently over several data subsets, in order to speed up and/or ensure correctness. A 

related subject that has received comparably less attention is how to guarantee efficient and 

accurate model simultaneous execution of ML algorithms when parameters of an ML 

programme are distributed to several workers and undergo concurrent iterative 

modifications. In our opinion, the problems that model and data parallelisms provide for 

theoretical analysis, algorithmic optimization, and system design are rather separate. By 

recognising and utilising the dynamic structural elements of the model, we create the 

STRADS model-parallelism system in this work, which provides a programming 

abstraction for parameter update scheduling of ML programs. STRADS improves 

distributed ML's memory efficiency and enables a flexible trade-off between scheduling 

efficiency and adherence to inherent model dependencies. We compare the performance of 

model-parallel algorithms on STRADS to popular Lasso, topic modelling, and matrix 

factorization implementations. 
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3. SYSTEM ARCHITECTURE 

 

Fig. 1 System Architecture 

 

 

4. IMPLEMENTATION 

 

4.1 Modules Description 

 

4.1.1 User : The user can initially register. For further chats, he required a functional user 

email and phone following enrollment. The administrator can activate the user after 

registration. Once the admin has activated the user, they may log onto our system. The user 

can preprocess the data. According to this theory, data from the Asset layer, Integration 

layer, Communication layer, Information layer, Functional layer, and Business layer are 

important in Industry 4.0. All of the user-added data must first be added to the database 

server. The PCA method's results may then be checked. 

 

4.1.2 Admin: Admin can sign in using his login information. After logging in, he may start 

the users. The only programmes that let the enabled user log in are ours. The admin can 

change the details of each tier's attributes in accordance with Industry 4.0 regulations. The 

pca algorithm can be run by the user-posted data admin. A small number of columns are 

selected from each layer using the PCA technique. 

 

 

4.1.3 Data Preprocess: Data pre-processing ensures the availability of high-quality data 

derived from the source dataset. It is an important step since a substantial portion of the data 

generated and stored in sqlite databases is deficient in high-quality data. By using the read 

frame function of the Django pandas io module, all models object querysets will be 

converted into pandas dataframes. since the input for machine learning techniques is pandas 

dataframes. At the information layer, data is semantically characterised and converted into 

information. Semantics may be kept in metadata registries or established information 

models for particular areas of the information business, such as OPC UA Companion 

Specifications. Data is stored for subsequent access and review on this layer. 
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4.1.4 Principal Component Analysis (PCA): In order to evaluate or analyse current 

process data when employing data analytics, it is usually required to first build system 

models using past data. Principal component analysis (PCA) is a technique for identifying 

different patterns in a dataset by reducing variances. To make discovery and analysis easier, 

data sets are cleaned up. The Principal Component Analysis method is based on a number 

of mathematical ideas, such as Variance and Convariance Eigen Vectors and Eigen. A 

variety of virtual machines have been developed on our big data cluster in order to build the 

necessary clusters for the PCA's parallel computation. 

 

5 RESULTS 

 

Fig. 2 Home page 

 

Fig. 3 User Register 
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Fig.4 User Login 

 

 

Fig. 5 User Home Page 

 

Fig. 6 Asset Layer Information 



INTERNATIONAL JOURNAL OF COMPUTER ENGINEERING AND APPLICATIONS 

VOLUME XVI, ISSUE VII, JULY 22, WWW.IJCEA.COM, ISSN 2321-3469 

197 

 

 

Fig. 7 Integration layer information 

 

 

Fig. 8 Communication Layer Information 

 

Fig. 9  Information Layer 
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Fig. 10 Functional layer Information 

 

Fig. 11 Bussiness layer Information 

 

 

Fig. 12 PCA Data 
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Fig. 13 PCA Graph 

 

Fig. 14 PCA Results 

 

 

 

Fig. 15 Admin Login page 
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Fig. 15 Admin Home Page and Activating Users 

 

Fig. 16 Admin Home Page 
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Fig. 17 Admin Side results 

5. CONCLUSION 

Since the amount of data created by IIoT and industrial systems is increasing at an 

exponential rate, the industry is compelled to use new technologies to manage big data. 

Machine learning may be used to monitor, forecast, diagnose, and improve production 

operations. Therefore, a reference architecture that combines big data frameworks with 

machine learning solutions is needed for industrial automation. The Industry 4.0 standards 

and associated material served as the basis for the principles for developing such an 

architecture used in this study. The primary contribution of this work is the suggestion of a 

reference architecture for big data and machine learning in industrial automation that is 

compatible with the Reference Architecture Model for Industry 4.0. The conceptual 

architecture has been developed using the Smart Factory OWL, and its performance and 

scalability have been tested using actual industrial data. The developed platform has shown 

to be adaptable, linearly scaleable, and compatible with industrial analytics requirements. 

 

The conceptual architecture has been developed using the Smart Factory OWL, and 

its performance and scalability have been tested using actual industrial data. The developed 

platform has shown to be adaptable, linearly scaleable, and compatible with industrial 

analytics requirements. Future research will assess how well the created platform performs 

in comparison to other technologies, such as Apache Storm vs. Kafka Streams on 

Kubernetes. It is feasible to build integration concepts for devices and data thanks to the 

current design. For example, changing the data format or adding or deleting devices from 

different manufacturers won't affect the components in higher levels. There is still 

dependency between the systems at higher levels. For instance, altering the producers' and 

consumers' components is necessary when transitioning from Kafka to another message 

broker system. Therefore, in order for these components to be entirely separated, it is 

required to enhance the integration between them. This may be achieved by creating 

consistent interfaces between layers, such as REST interfaces. 
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